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1. INTRODUCTION

1.1 Overview:

This report provides a brief overview and serves as a reference manual for all the projects that were done
in the class namely generating a 3D Lidar Model, Photogrammetry model using various technical

softwares. The main objectives of this project is

= To generate a model using our own collection of data rather than depending on a third party
ready-made data which will cut down the time in generation.

= The methodology, process and techniques used for creating the models is emphasized more
rather than looking for a perfect and best quality model.

= To know how the field data acquisition is done in a practical course like this and to learn finding

inferences from them.

1.2 Field Work and Data Capture:

Wihite Medical
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The field work was done on November 5 2017, in the location Preston Canyon in Dallas TX. | have chosen
this specific location over the Oklahoma location because of its accessibility from my home and it the

field work could be done in a single day without spending much time in travelling, staying.
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November 5%, when we carried out the field work, it was a sunny day .The entire field work was carried
out in a couple of teams on a rotational basis for various works. Some teams worked on Lidar Data first,
some worked on collection of GPS data on where the tripods were setup and finally there was an
individual task of taking photographs for generating a photogrammetry model. Initially, the tripods were
setup on the terrain where we are interested in capturing the 3D data model. Each tripod is aligned and
setup by using the bubble center approach. It means whenever we are erecting a tripod we made sure
that its position is intact without any sliding and we can know its accuracy by checking if the bubble is

centered or not. The control used for both was USA_Local_Composite
Sequence of Tasks performed:

1. Arrangement of the Tripods and reflectors in the field so that a better model can be obtained.

2. Collection of GPS data was done using Trimble 7X at all the reflector positions.

3. Then Photographs were taken for generating a photogrammetry model where there is atleast
50%-60% overlap between the consecutive photos.

4. Last task was performed as a team, where VZ-400 scanner was used for scanning the reflector

positions and collecting the 3D Lidar data.

1.3 Area of Mapping from Google Earth:

B — == i
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1.4 Google Street View of the study area:

B Sigr % (Ninbe x () Usic X ( #4 RIEC X (7§ RIEC X (GDAcs X EBUTE X (M GIS x (A GiS x (EHIEEE x| Wb X ([Y Mic X (G why X (@ Pho X (O How X g x [l T X | 3D X (EDGus X / @ Goc X e - 8 X

€ 5 © [ @ Secure | hups//earthgoogle.com/web/@33.012548.-96.79450379.209.931671148.0,20y,37.66990181h. 7729584437t 0r/data=CgAIGGOWBEOOFppT2IMeVANV2WOVMVICVIZUAC |

X Dallas, Texas

4|Page



2. POST PROCESSING OF MODELS:

2.1 Lidar Model Post Processing:

The Lidar model post processing usually consists of work both in RiSCAN Pro and also Polyworks.

Initial generation of a colorized model is done in RiISCAN Pro and then the final TIN mesh generation is

carried out in Polyworks.

2.1.1 RiScan Pro Processing:

After the acquisition of field data it was saved and uploaded to the google drive from where
we downloaded the data for post processing. Then a copy of acquired data was made and
stored into the local computer so that we can keep the original data safeguarded and
untampered. Some of the important aspects carried out in RiScan Pro are as follows.

After importing the data into RiScan Pro we get the detailer information popped out like
Calibrations, Collections, Scans, Views, Objects, TPL (socs)

Below is the option panel and also the camera calibration we get after importing the data

into RiSCAN Pro.

Project manager | Readout (S0CS) |

Carnera calibration (OpenCV)... *
Ii:g renamed
L@ CALIBRATIONS Camera Mode! I
=+ CAMERA
. L@ Result calibration Mikon_D CAMERA INFORMATION
= MOUNTING
¢ -#8 Result mounting Nikon_D7 Camera Model |N\kon D700
i 88 ScanPos001
&5 REFLECTOR Camera Serialtt: [2381323
| P REGLFlat5cm
-4§%) RIEGL Cylinder 5 cm Lens Model |N\kkor 85rrm
B RIEGL Cylinder 10 cm
¥ RIEGL Flat 12 em (2) Lens Serialtt:  [2024912
& &%E}g&ﬂﬁéﬁgs Seftings: |.&perture 7. Exposure Time = ¥ sec, Flash ?
=] J SCANS
=32 ScanPos001 @ INTRINSIC PARAMETERS
J2 ScanPos002 &
. ScanPos003 defml  [B4EB dylml B4
-/ ScanPos004
£ VIEWS Mx[pis] 4256 My [} 2832
@) OBJECTS
£51 TPL (PRCS)
5% TOL [PRCS) INTERMAL CALIERATION PARAMETERS
&/ PoP S Bt
£% TPL (6LES) Fx [pix}: |1DD?3.50E3024598 Iy [pix]: |1DD?4.3055425232
& Trash Cx [pix]: |21 26.E3524850854 Cy [pix] |1453.825091 57857
k1 [1]: |,g 0315099663545594 k2[1L: |2 45057525796532
k3[1]: |790.929891 3219172 k41 |893.39385881 2778
pl (1 |U 0021030905531518 p2[1L: |D 000287574698631
todel 2 [latest] 2
< >
Previon ) Impart... ‘ oK Cancel ‘ Help
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Once the data is correctly imported then the process of registration is carried out. The

registration process is like referencing one scan position with respect to others.

[N e U LA S RN DA

253 SCANS

ﬂ. ScanPos001
&3 ScanPos002 &
&8 ScanPos003 @

. @-3* ScanPos004

LT VIFWS

Here the globe symbol beside the scan position means that they are registered. For our
project we have taken ScanPos001 as the base and tried to reference all other scan positions
with respect to that. Since, there was an issue with the data collection with the imaging

scanner at ScanPos004 it was not at all taken into consideration in our complete project.

At each scan position there were approximately 27 images that were taken by the scanner.

In each of the images of every scan position, if we have the tie points link them with the PRCS
which is Projected Coordinate System in this case. If we do not find any tie point in the image
then we skip that particular image. This process is done for all the images in the scan

positions till they are linked and referenced.

HO %l @ g e 5w "

QQ.

Panoramic View before colorizing the model in a 2D View
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For viewing a 3D model we just need to change the settings to 3D. But in order to colorize
the model we have a separate process that needs to be followed.

Before colorizing the model, we have to align the scans to the images that were taken at the
scan positions and perform a new mounting calibration. In addition, the tie points should be
manually added to the center of the reflectors which can be linked to the PRCS points.

In our case, since the camera was removed and mounted back at each and every scan
position, we have the import the mounting calibration settings of the camera. Initially, we
export the exiting mounting calibration into a text file. Then it is imported later into the
settings again by creating a new mount calibration position. Once the new mount calibration
is obtained we rename that to ScanPos001 since that was chosen as reference. Then we end

up assigning the same calibration to all the images.

2.1.2 Colorizing the Scans:
In case of colorizing the scans we should make sure we follow a systematic process to do that.

Navigate to the Panorama scan and right click in order to view the “Color from images” option
where the colorization process begins. Then we get an option to choose the images that we need
to color. We can use all the images that we want except for the ones which are distorted and

those we do not want to take into consideration.

Project manager |
+ &) COLLECTIONS A
= ) SCANS
5 B ScanPos001 &
@ () SCANPOSIMAGES
@ & TIEPOINTSCANS
3 PROFILESCANS
& UNDISTORTED IMAGES

& POLYDATA
& sop
2% TPL (SOC™
» TOL (SOC =
SR awibue.
5 Fine scan R
3 Fine scan v
2 Delete o
s Select images to color scan. X
New single scan...
New sconsequence.. Images | Setinge |
New tiepoint scan.. distorted images w|| Al | None | Toggle | Current Position || 0 /110
[ tion...
i T 01_Image016
Convert "'i
Convert to 30D...
Generate HDR Scan
[ — Analyze..
Message st - Theead st - Ir Undelete points
T Cleanup b
Project “d'\cyber | 2017\Turner
Project “d:\cyber Find reflectors.. | 2017\Turnerl
Project "d \cyber = | 2017\Turnerl
Project “d \cyber || S0t from images.. | 2017Tumer!
Project “d\cyber  Resample- | 2017\ Tumer Cl 180844,
RISCAN PRO 1.¢ e dota.. Sdified 2017-1 i S canPos002 > 171028_182505_Image001
Document definiti 4101, modfie W ScanPos002 > 171028_182505_Image002
Tile data...
i3 Cancel
Color scan from imaces Export.. | | ancel
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Below are the two views that are obtained for the Scan position 1 after colorzing the images. One is

panaromic view and the other one is fine scan view. Our interest is majorly with respect to the fine scans.

Once we colorzie and obtain all the fine scans its required to clean up the data as appropriately as
possible within the RiScan Pro so that it would be easy when we export the point clouds into polyworks

and generate the TIN mesh from the data.

For cleaning up the data it is technically better to select a subset of the area and then clean up the
unwanted points that not required. Once the points are selected they turn into red color and which can

be deleted from them as shown below.

{8 RISCAN PRO v1.2.1 - [Object view: Panorama]

% Project Edit View Tool Registration Window Help?

Ba- Q@ B98Ny BOD @ [
b 0 S AldmuouSFD |0
&~ Bl eFe-m-IaH= 2@
® O ors

Project manager | Feadout (S0C5) |
3 TILTMOUNTS ~
) COLLECTIONS
3 SCANS
2. ScanPos001 &

KRR EHEK-AA

& SCANPOSIMAGES
& TIEPOINTSCANS
& PROFILESCANS
(%) UNDISTORTED IMAGE
5 POLYDATA
& sop
£ TPL (SOCS)
= TOL (SOCS)
% Panorama
5§ Finescan1
2 ScanPos002
& SCANPOSIMAGES
& TIEPOINTSCANS
3 PROFILESCANS
5 UNDISTORTED IMAGE
& POLYDATA
B S0P
3 TPL (SOCS)
= TOL (SOCS)
g Panorama
5 FineScanl
R ScanPos003
A ScanPos004
0 VEWS
) OBJECTS
8 TPL (PRCS)
=# TOL (PRCS)

poP
£5 TPL (GLCS)

@ Trash S
< >
Preview | =
@ I [Selection mode... FPS:60 [Divi1 |Antialiasing: Off | Sel. points: 102; Sel. polys: 0 Sel. ine segm.: 0

[ Messaos s - Thised st -Info |

In our LIDAR model analysis we do not vegetation in our model because our main focus is given to the

outcrop for displaying.

This process of cleaning up the data should be done as much as possible so that the cleaning process in
Polyworks gets minimized. In order to have a fine clean select a sub area and zoom into that particular

region, select the unwanted points highlight and delete them.
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The difference between both of these views is panorama given an overall view of the imaged area. In
the case of Fine scan, the name itself indicates that is very particular and limited to a particular area
and also subset of the panoramic view. Ultimately we need this Fine Scans at all the scan positions for
generating the final model. Now, the GPS coordinates are imported in order to link them with tiepoints
and they are appropriately paired with lat,long,height with x, y and z and the corresponding points are

found out so that a minimized standard deviation is obtained.

Once all these steps are completed, we can export the point cloud as an ASCII file for further analysis in
Polyworks (where meshing is done). The below settings need to made while saving each of the point

cloud as an ASCII file.

Export pointcloud [ScanPos001 Finescan bldg] as ASCII X

GENERAL SETTINGS

[leact coordinate system (PRCS) ZI
¥ Prune invalid points
[~ Wiite header
EXPORT FORMAT
Export parameter: |Description:
KR ~ |10 of the exported point AlE
By . None
Range
Theta *
Phi
RG8 L 4

Arnplitude
Reflectanc
Float vahue
Deviation
Timestamp ,

o - i [ Wwiite number of points
Rl =] Peciion 3 Coednates n SOCS

[ | | [255.000

R
E
a
A
F

D

SEPARATOR

" blank " semicolon ;

other

+ comma.,  tabulator #

Restore default ‘ oK Cancel |

2.2 Polyworks processing:
Polyworks is a software suite from Innovmetric that maximizes the productivity, quality and

profitability while integrating the 3D measurement technologies into an industrial manufacturing
process. It can be also used for working on the 3D Terrain Analysis in a conceptual way which provides

us a useful path for understanding the dimensional aspects of the lidar processing that we are going to

do.

In order to get a better hands on experience with Polyworks, its better to have that on a machine which

has a greater capacity of RAM like 16 or 32 GB.
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Initially when we open the Polyworks a project needs to be created and saved. In that a workspace
need to be created for our point cloud analysis and saved. Once a workspace is created, we can try

importing the point clouds for starting our process of interpolation.

Each and every scan positon ASCII file should be imported in a sequence one at a time in order to carry
out the interpolation. First we import the scan position 1 and we should be displaying it in a position
which is suitable for interpolation. In order to do this there is an option of clipping plane which is
provided so that it should be arranged parallel to the point cloud surface but perpendicular to our view.
There is an option called as Anchor which always rotates the plane by 90 degrees when clicked upon.
So an intelligent guesswork is needed to know how the plane can be arranged parallel to the surface

and perpendicular to the viewer.

This needs to be taken care, because interpolation is one of the crucial process which gets us better

results. Below is a screenshot

* - Untited (C N 48,4 pwkitmg, - 8 X
Bl Edt Sdect Yiew fign Jook Window Help

DEEaRS @ =82 8L PPl

& v X 3DScene [

Point Cloud Organizer PR~ oo é-’!-
Viewport for rtempolaton gvd
Irchor e coprng sl &
Plane postion 1 @
Poire cloud Q
Curert #of ponte: (6913584 =
Smtamports. [E135808 )
Subsampl.
(W
{4 Show images undar construction o
] Group images. X
Abs Crganie
Hext Sep (Tab) e ®
Point Cloud Organczer  Device Position
View DislogZene  Hstogram
. [ (Custom) | mm =~
= - -

g 2o

Similarly it can be repeated for other scan positions also so that we can begin the interpolation. During
the process of interpolation it will ask us to provide the max edge length, interpolation step (1/10%" of

max edge always) and max angle.
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'
e
Q
@
@
L
B
=
“

= Import Image

View interpolation grid
Max edge length: 4.000
Interpolation step: 0.400
Max angle: 75.000

|| Use same values for all images

4:14 PM
11/21/2017

[* %2 @)

These values were the default values, but the values that were taken for this model were 100, 10 and

75 for Max edge length, Interpolation step and Max angle respectively.

2.1.2 Merging after Interpolation in Polyworks
Once the interpolation is carried out for all the point clouds in consideration a .pf image is created for

each of the point clouds. We need to merge these point clouds and clean them up for final TIN mesh

generation.
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= ' - ImAlign Msin (C:\ Poly Preston_12.07 pwk)
fle [t Select View flign Took Window Help

D ec8 o B D

DEEa%S G =82 8Ll

Tree View . 8 v X 3Dscene

& Imalign Ma

- & Images
& $& ScanPosD01FineScan_000000pf
& g ScanPosON2fFineScan_000000.pf
5§ ScanPosO03FineScan_000000.pf

Tree View DislogZone Histogram
Ready

From the above screen shot we can see there are three fine scans that were obtained after

Fall 2017

Ay HRRG:PO¥ 4

interpolating. We need to merge them in IM merge in Polyworks. The settings that were used during

this process were default.

S o s e e 3 v ez =

et IMARn Project
WiNotch 5_14_175p15can1_2

Outpnt model name:  idotch 5_14_175p15can1_2 @

|| ¥ Open n PolyWordksiModeler sfter & successiul merge

Smoathing bevel [ow -
Meshing =
Max distance: 0.020

Surface samping step: 0,025

Standad devistion 0.000
MMerge progress
-—
[& Advanced <<
Reduction tokerance. Smocthen
0.0048 Radus
e 002 C\Program Fes \nnovMetrc \Foly Wodks 2017 (5452 b varmernoe ewe D\ Usere\bxs 126230\C -
Intepolating images.
y mermpmrra—— ) L T, The cata wil be merged sng 8 Reratbons
= kershion 0: Generatng bocal models from Tavew zets
Defak - oom Resation 1 Remaving vertioes from the merged model
Kershion 2 local models from Jview sets
. Resation 3 Connecting local modes
Optimized low curvatuse meshing Rerason & Gereratr local modsls from Suwew sets
Eeanon 5 Connedting local models
Surace sampig %ep. 10 Reration 6. Removing verioss from the merged model

Reaation 7 bet Stased
3D mmage transticns
V| Bend

Distance from boundary: 10 124 x3tep

Memary management Show ted
Bock size 200 Y autp
o Show 30
Compacton

2 v =

Ouster mode

13| Page



(e} PolyWorks/IMMerge - ImAlign_Main (Preston_12_07.pwk] — X

Input IMAlign Project:
| ImAlign_Main |

Output model name: | Mesh_of_Preston

[JOpenin IMEdt after a successful merge

Smoothing level:

Meshing

Mz distance: 0.020
Surface sampling step: (g 010
Standard deviation: 0.000

Stor Close

IMMerge progress

Advanced >

Once the merge process is completed, the resultant mesh is opened in IMEdit in the newer version of

polyworks for cleaning the TIN mesh.

@ v Propetie: B v X

Mesh_of_Preston

Creatad Satuday. Decomber 16, 201742735 PM
Modifiec Saturday. Decamber 16. 201
Notes: GENERATED BY IMMERGE

Creafion date: Sal Dec 16 16

Input ImAlign_W
Max

ing distance: 1
ndard deviation
moathing level Loy

Compacton: 20

Debee ShiftDel o

£ Untitled”

2.2.2 TIN mesh cleaning:
Some of the methods that | used for cleaning up the mesh obtained are

Deleting the shell triangles.
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Deleting the intersecting triangles.
Deleting the triangles with dihedral angle less than or equal to 70 degrees
Interactive hole filling was performed wherever necessary.

After all the cleaning operations are done, the model turns out to be like below.

~ - Untitied (C: Y A 12,07, k) - 8 X
fle [dt Sdect View Polygons MURBSPatches Solids Jooks Vindow Help

LDEEaRS S E RERY RO L.

Tree View & v X 3DScene
& Untitled
= Polyganal Models
S Mesh_of Preston
@ Trangle Groups

Ny HRES:PODE ¥

Tree View  Dialog Zone

In practice, the grey color should represent the front of the obtained 3D TIN mesh model and blue
indicates the back of the TIN mesh model. However, here there is a mixed proportion because of the
interpolation issue we had during the post processing in Polyworks. The procedure for obtaining the 3D

mesh remains the same.
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2.3 Photogrammetry model processing:
The generation of photogrammetry model requires us to take photographs with a camera of decent

quality for the area we wanted to generate the model for.

The photographs should be taken in such a way that there will be atleast 50% to 60% overlap between

the consecutive photos that were taken.

For the photogrammetry model, the photographs were taken using Motorola G4 which is an Android
Smart Phone. The resolution of the camera was 8 MP. Most of the photos were taken in a HDR mode to

get a better view of the terrain that | am going to work with.

2.3.1 AgiSoft PhotoScan Pro Processing:
Initially all the photos that were taken using the mobile camera were stored downloaded from the

google photos and exported to a folder called as Photogrammtery_Project.zip.

Below is a screen shot showing the properties of the photos that were taken in the field.

& IMG_20171105_130412247 Properties % | Wl IMG_20171105_120412247 Properties x| @ IMG_20171105 130412247 Properties x
General Secuity Details  Previous Versions General Secuity Detslls  Pravious Versions General  Securty Detals  Previous Versions
Property Value 3 Property Value A Propesty Vel ~
Image Ssturation Norms|
o Eposure bias Dstep Sharpress it
) Focal lengih 4mm Wihite balancs Auto
Dimensions 4160x 2340 Max aperture 2
Photometric interpretation
Width 4160 pixels Metering made Average
Digitsl z00m 162
et ZéDeiect Subject dstance EXIF version 0220
Horiortsl resclution 72 dpi Flash mode No flash. auto
Vertical resolution 72 dpi Flash energy File
Bit depth 2 T —— Name IMG 20171105 13041224..
Compression Hem type JPG Fils
Advanced phots
Resolution urit 2 vancedpnate Folder path C:\Users'om 160030Dow..
Color representation sRGB E”g "‘E;E" Date created 11/5/2017 7:04 PM
Compressed bits/pixel . ”:"W : Date modfied 12/7/2017 749 PM
Camera =eh maker Size 167MB
Flash model Adtribut A
Camera maker Metorcla Camera seril number e
Camers model Mta G (4) P Mo Ausilabiity Avsilable offins
Offline status
Fstop 2 Brightness B Shared with
Exposurs tins 1/1487 sec Lght source ared wi
150 speed 15050 v . Mo . Ovwner CAMPUS'oan 160030 v
Remove Propeties snd Personsl Information Remove Properties nd Personal Information Remove Propestiss and Personsl Information
Carce Forly = Friy Caree oply

The initial step was to make sure that there are no GPS coordinates tagged for the photos as we do not
want to use them, but would like import the tie points coordinates which were already measured and

stored in an excel file.

The process starts once we have the necessary information to start with like the Photos, Cross Hair

point information and any other Meta data

16| Page



Camera Calibration details from AgiSoft:

B Comera Calibration 0 x| B camencCalibration o X
. - Camera type: Frame -
Mot G (4) (3,64 mm) Bl o UEEEEER
23 images, 4160:x2340 pix Pixel size (mm): [orkrown ] x [urkeonm ] images, pix Pixel size {mm): [unknawn ] x [unknown |
Focallength (mm): 2 | ol [364 |
Initial Adjusted GPS/INS Offset Initial Adjusted GPS/INS Offset
Type: Auto +| O Ffxclbraton =>HE =|E
f " s |
[0 Jox: o ] o [105.113 | b1: [-621.081 ]
o o o2 o ] eyt [-746.201 | b2: [-333.208 |
ki [o Jot: [0 | ki: [80.833 | pt: [0.00813685 ]
K2 o |p2 [0 ] ks [2195.47 | p2: [-0.795736 ]
k3 o Je3: [0 ] k3: [2.05897e4+06 | p3: [41,3885 |
a: [0 ] o o ] ki: [4.4022¢ 408 | p4: [-19211.5 ]
Cameralabel  Resolution Cameramodel  Focallength  Date &time ~ Cameralabel  Resolution Cameramodel  Focallength  Date & time -
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Cancel Cancel

Aligning the Photos:

Aligning the photos is one of the major step if we use the camera GPS for our project, but as we are

externally importing the tie points GPS from an excel file its not required.
Creating Tie Points:

In this process we have to create the Tie points on the points using the cross hair photos as a reference.
We should be creating a tie point on one photo and then navigate to other photo where the other
photo has this point and place a marker and name them appropriately. The commonality of the points
is found out in the consecutive photos because of the fact about the overlap (50% - 60%). Once all the
Tie points were entered we import the XYZ coordinates for the tie points. The format will be like Name

of Tie point, X (Latitude), Y (Longitude), Z (Altitude)

Camera optimization:
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Now after this proceed towards building the point dense cloud using the tie points. Now navigate to

workflow and go to Build Point Dense Cloud.
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We usually choose to build the point dense cloud with medium quality so that it does not take long

time for processing the model and getting the result. In addition, the storage size also gets reduced.

Once we obtain the point dense cloud, it’s the time to generate a Mesh. Go to Workflow and click on

Build Mesh.
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Now since the mesh is not that good quality we need to make sure that we clean up. We can View

Mesh statistics and clean up any topology errors by click on “Fix Topology”

Mesh smoothing can also be done like below.
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2.3.2

Results, Anomalies and Explanations:
From the obtained model above, we can conclude some of the following aspects which
resulted in the anomalies that were observed from the model. These are explained

below in a detailed manner.

Most of the photos that were taken was using HDR setting in the camera. Let’s take a
look actually what this HDR photos actually mean.

HDR photos usually captures a dynamic range between the lightest and darkest of an
image than the normal photography. HDR photos therefore can provide an impression
that we get usually more than a single photograph. Basically if we have a bright sky and
a dark ground we will see more of each than in any single photo which happened in our
case. On the day the images were pictured, the sky was very bright and there was a bit

dark ground which provided us a greater reflection of the images that were obtained.

The biggest problem with the HDR photos it does not spit out photos with the correct
“EXIF” information (a format used by the cameras, scanners). But we need EXIF
information for photogrammetry. Hence it’s a difficult task of messing with lot of
parameters with regards to hue, tone and photogrammetry may not work because the
matching points were not found. Some cameras have a built-in HDR mode, which creates
images from usually three shots. If we use a tripod the motion between the shots will be
minimal, thus there will be no large crop and practically no loss of sharpness, and the

photos can be used for photogrammetry.

Most of the HDR photos do not vary the exposure time but ISO. There will be lots of noise
which ends up in the final photo which has led to the anomaly in our obtained 3D model.
In addition, the blended images may be crispier and may not contribute for generating a
perfect model. It’s all about experimenting with the camera for taking photographs.
Once we process the data we can know which camera settings and format led to a quality
model and which did not. In this case, with the HDR setting that | used, the model didn’t
turn out to be that great because of the issue we had with the reflectivity of the EMR
radiation emitted by the Sun and also the reflective radiation from the area that we are

imaging.
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3. FIELD NOTES:

4. SUMMARY, CONCLUSIONS AND LEARNINGS

This entire project is based on self-experience and the motive of working with our own data rather than
working on the provided data. From this | can infer that the collection of data requires a lot of care and

practice which may lead to the accuracy level of our final output.

The LIDAR model which was obtained took a considerable amount of time for post processing because
of its complexity in nature and multi-processing in various softwares like RiScan Pro and Polyworks. The
preparation of the data for analysis is very vital in obtaining a model which is of considerable. As per
our understanding, there is no perfect model which has 100% accuracy. It’s all about how you put your

efforts in minimizing the errors that are obtained and provide a decent quality model for analysis.
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